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Abstract

Detecting insurance fraud is one of the most important problems for the insurance industry.
While different insurers have different fraud claim detecting systems, the general process can
be described as follows. When a new claim arrives, it will first go through an initial screening
process which is often an automated system based on a statistical method. If a claim is flagged,
it will be singled out for further investigation; otherwise, it will be paid immediately. The
process of evaluating a potentially fraudulent claim can be complicated and costly. It usually
involves many human components, such as adjusters, special investigators, prosecutors, lawyers,
and judges; see, Derrig (2002), for a detailed review. Since each insurer faces a large amount
of claims every year, it is practically impossible for the insurer to thoroughly investigate every
single incoming claim. In addition, if a fraudulent claim passes the initial screening, it will
be paid as a valid claim. Therefore, it is critical that the initial screening can detect as many
fraudulent claims as possible.

Researchers have been investigating this problem for decades. As a result, several statistical
and machine learning methods have been proposed for detecting insurance fraud; see Ai et
al (2009), Ai et al. (2013), Gomes et al (2021), Tumminello et al. (2023) and references
therein. Though the existing insurance fraud-detecting methods make great contributions to
the insurance field, none of them is perfect and false positive cases occur frequently. If the
false positive rate is relatively low, then more fraudulent claims will pass the initial screening.
As a result, fewer claims will be flagged and subject to further investigation. This reduces
the cost of investigation, but more fraudulent claims might slip through the initial screening.
On the other hand, if the false positive probability is relatively high, then more claims will
be flagged. This leads to higher cost of investigation, but fewer fraudulent claims will be able
to slip through the initial screening. In practice, an insurer would like to control the false
positive rate for many reasons, such as operational budget and risk management procedure.
To our knowledge, no extant fraud-detecting methods provide the insurer with such an option.
The purpose of this article is to propose such a method for detecting insurance fraud. The
proposed method is based on conformal prediction—a powerful machine learning method. For
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a general discussion of conformal prediction, see Shafer and Vovk (2008) and Vock et al. (2005);
for applications of conformal prediction to insurance, see Hong and Martin (2021) and Hong
(2023). Our method is distribution-free and is applicable regardless of whether the predictors
are numerical or categorical. It will also allow the user to control the false positive rate. This is
practically important because further evaluation of flagged claims can be costly and an insurer
needs to choose the appropriate false positive rate according to its own resources.
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